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Abstract
We investigate the accuracy of the Ehrenfest approximation for a solid modelled as an
independent electron system coupled to a many-mode phonon system. We construct a quantum
to classical correspondence which we use to set the initial conditions of the Ehrenfest
approximation given an initial density matrix. We find that the Ehrenfest approximation is
accurate when the temperature of the phonon system is much higher than the temperature of the
electron system. It is therefore reasonable to use the Ehrenfest approximation in the simulation
of the later stages of radiation damage processes. We trace the failure of the Ehrenfest
approximation to the absence of a term accounting for spontaneous phonon emission. The
analytical work is validated numerically for the model system of a single oscillator coupled to
electrons on a one-dimensional chain.

1. Introduction

The Ehrenfest approximation is a simple approach to include
non-adiabatic interactions between electrons and ions in time-
dependent quantum mechanical simulations [1]. The ions
are modelled as classical particles moving in a ‘mean-field’
generated by the electrons. In turn the electrons are modelled
as fully quantum mechanical particles evolving in a time-
dependent potential generated by the ions. The Ehrenfest
approximation has proved to be insufficient for modelling
the scattering processes it was originally formulated for and
has since been superseded by more complex methods [2–4].
Recently, though, materials modellers have been trying to
include the non-adiabatic effects of electrons in simulations of
solids, for example in attempts to model radiation damage [5].
A simple method is required if large scale simulations are to
remain computationally tractable. In this paper we begin to
investigate whether the Ehrenfest approximation is applicable
to such simulations. For simplicity we shall assume that the
motion of the ionic lattice can be modelled as a system of
phonons.

Under the physically reasonable assumptions specified in
section 2 we shall compare the energy transfer between the
electrons and ions in full quantum mechanical simulations
against that given by the corresponding Ehrenfest approxima-
tion. We find that the Ehrenfest approximation correctly ac-
counts for the energy transfer when the ions have a much

higher temperature than the electrons. The discrepancy be-
tween the approximated energy transfer and that given by
full quantum mechanics is traced to the failure of the Ehren-
fest approximation to include the spontaneous emission of
phonons.

The outline of the paper is as follows. In section 2
we state the Hamiltonian we use to model a solid and
specify the initial conditions. In section 3 we introduce
a quantum to classical correspondence which will allow us
to relate the initial quantum mechanical state of the ions
to a set of initial conditions of the classical ions in the
Ehrenfest simulation. In sections 4 and 5 we approach
the electron evolution analytically to determine the cases in
which the Ehrenfest approximation fails. This analytical work
is based on the notion that the motion of the ions is not
affected significantly by the non-adiabatic excitation of the
electrons and so each mode acts as a time-dependent oscillating
potential on the electrons. In section 6 the assumptions and
derivations made in this paper are validated numerically for
a simple model system. Finally, in section 7, we state our
conclusions.

2. System Hamiltonian

We choose to model a solid as a coupled many-electron, many-
oscillator system. The resulting Hamiltonian, derived and
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discussed in a number of texts [6–8], is given by

Ĥ = Ĥe + ĤI + ĤeI

=
∑

k,σ

εσ (k)ĉ+
σ (k)ĉσ (k) +

∑

q,λ

h̄ωλ(q)
[
â+

λ (q)âλ(q) + 1
2

]

+
∑

k,k′,λ
gλ(k, k′)ĉ+

σ (k′)ĉσ (k)
[
âλ(q) + â+

λ (−q)
]
. (1)

Here ĉ+
σ (k) is the creation operator for an electron with Bloch

momentum k in spin σ ; εσ (k) denotes the energy of this state;
â+

λ (q) is the creation operator for a phonon with wavevector
q with polarization λ and ωλ(q) is the corresponding angular
frequency. We have used q = k′ − k+ k̃ where k̃ is a vector of
the reciprocal lattice such that q lies in the first Brillouin zone.
The amplitude of this mode is defined as

Q̂λ(q) =
(

h̄

2mωλ(q)

) 1
2 [

âλ(q) + â+
λ (−q)

]
, (2)

where for simplicity we have assumed that all ions involved
have the same mass m. The electron–phonon coupling
matrix elements are denoted gλ(k, k′). They contain all the
information regarding the interaction between the electrons and
phonons. Throughout this paper we assume only a single band
of electrons and neglect spin to simplify notation.

We mention a number of important assumptions made in
the derivation of (1) to highlight the limits of its validity:

(i) The electrons of the system are non-interacting.
(ii) The displacements of the ions from their equilibrium sites

are small. We can thus describe the ionic system as
independent oscillating modes. Furthermore, if the rigid
ion approximation holds, we can assume that the electron–
ion coupling is linear in displacement.

(iii) The equilibrium positions of the ions form a lattice with
translation symmetry. This allows us to use Bloch’s
theorem to label the electron eigenstates and the oscillator
modes.

For the analysis made in this paper we will also require the
additional assumption that the coupling term ĤeI is small. We
can then use linear response theory.

We denote the eigenstates of the uncoupled system by

|KΦ〉 = |nk1 · · · nkD Nq1,λ1 Nq2,λ2 · · · Nq3N ,λ3N 〉,

where K denotes an eigenstate of the uncoupled many-electron
system, Φ is an eigenstate of the uncoupled many-ion system,
D is the number of eigenstates of the electron system and
N is the number of ions. Since both systems are non-
interacting we write these eigenstates in the occupation number
representation: nk is the occupation number for single electron
eigenstate k and Nq,λ is the phonon number of the mode with
wavevector q and polarization λ.

We specify that the system starts in an initial state where
the electrons and ions have been set to separate temperatures
Te and Tion,

ρ̂ =
∑

K

1

Ze
exp

(
− EK

kBTe

)

×
∑

Φ

1

Z ion
exp

(
− WΦ

kBTion

)
|KΦ〉〈KΦ|, (3)

where Ze and Z ion are the partition functions for the electron
and ion systems, respectively, and kB is Boltzmann’s constant.
The use of temperature here is not meant to suggest the
physical situation of two systems in equilibrium being brought
together. Rather we use ‘temperature’ as a means to
parameterize the electronic and ionic energy scales for our
analytic calculations.

3. A quantum to classical correspondence

In a system modelled by the Ehrenfest approximation the
electron system is represented by a quantum mechanical
density matrix, ρ̂e(t), and the ion system is given by a point
(R(t), P(t)) in the 6N dimensional phase space. We use a
subscript i to denote the position and momentum of the i th
ion and ·̂ to indicate quantum mechanical operators. To derive
the Ehrenfest approximation we note that ĤI and ĤeI may be
written in terms of the ionic position and momentum operators
as

ĤI =
∑

i

P̂2
i

2m
+ 1

2

∑

i, j

∂2VII

∂Ri∂R j
(R0

i , R0
j )
(

R̂i − R0
i

)

·
(

R̂ j − R0
j

)
=
∑

i,α

P̂2
i

2m
+ VI(R̂)

ĤeI =
∑

iα

∑

k,k′
ĉ+(k′)ĉ(k)

〈
k′,∇Ri VeI(r̂e − R0

i )k
〉 ·
(

R̂i − R0
i

)

where R0
i denotes the ion’s equilibrium position, V̂II the ion–

ion interaction, V̂eI the electron–ion interaction and r̂e the
electronic position operator. (See [7] for details.) Note that
the operator V̂I is defined by the above relation. The Ehrenfest
approximation involves replacing the ionic position operator
with classical trajectories and evolving the system by the
following N + 1 coupled equations

ih̄ ˙̂ρe(t) =
[

Ĥe + ĤeI(R(t)), ρ̂e(t)
]
, (4)

mR̈i (t) = −∇Ri VI(R(t)) − Tr
{
ρ̂e(t)

(
∇Ri ĤeI(R(t))

)}
. (5)

Here Ĥe is the electronic Hamiltonian acting only on the
electronic wavefunction, −∇Ri VI(R(t)) is the inter-ion force (a
real-valued function on the ionic phase space) and ĤeI(R(t)) is
an operator parameterized by the ionic position which couples
the two systems. The initial density matrix, denoted ρ̂e, is
the density matrix of the electronic system only. (The form
of (3) is such that the density matrix separates in to independent
electron and phonon parts.)

In order to make an Ehrenfest approximation we must
deal with the additional ‘mathematical structure’ of quantum
mechanics over classical mechanics. This additional structure
means that there is no specific one-to-one relation between
a point in phase space and a wavefunction. For example,
there is only one point in phase space with position and
momentum zero but all the eigenfunctions of a quantum simple
harmonic oscillator have position and momentum expectation
values of zero. To relate Ehrenfest simulations to full
quantum mechanics it is necessary to determine the most

2



J. Phys.: Condens. Matter 20 (2008) 125212 J le Page et al

sensible and useful mapping between some subset of quantum
mechanical states and the classical phase space used in the
Ehrenfest approximation. In this paper we use the following
correspondence:

The presence of a mode q with polarization λ

containing an average of 〈Nq,λ〉 phonons is modelled
by an Ehrenfest simulation where the corresponding
classical mode has an initial amplitude such that

1

2
mω2

λ(q)A2
q,λ = h̄ωλ(q)

(√〈Nq,λ〉 +√〈N−q,λ〉
2

)2

. (6)

The following argument will show that the classical amplitude
Aq,λ is given by the expectation value of the operator Q̂λ(q)

for a coherent state. The presence of the number of phonons
in modes with both wavevector q and −q arises from defining
the amplitude of a mode by (2). Note also that (6) assumes that
all initial amplitudes are real and thus sets an initial choice of
phase in addition to an initial energy.

The rationale for this scheme comes from the theory of
coherent states [9, 10]. Coherent states are quantum states for
which the Heisenberg uncertainty relation between the position
and momentum observables has it lowest possible value. Thus,
a coherent state is, in some sense, as ‘classical’ as a quantum
mechanical state can be.

For exposition purposes we first consider the coherent
states of a single oscillator. Let â+ and â be the creation
and annihilation operators of a phonon. For a given complex
number, z, we define the coherent state

|z〉 := exp

(
−|z|2

2

)
exp
(
zâ+) |0〉,

where |0〉 is the vacuum state. For this work a coherent state
has three important properties.

(i) The expectation value of the total number of phonons in
the system is given by |z|2. Additionally the mean square
fluctuation of the phonon number operator decreases in
relative terms as the average number of phonons increases,

〈
z,
(
â+â − 〈â+â

〉)2
z
〉

(〈
â+â

〉)2 = 1

|z|2 = 1〈
â+â

〉 .

(ii) The expectation values of the position and momentum
observables of the simple harmonic oscillator, x̂ and p̂,
are proportional to the real and imaginary parts of z,

〈
z, x̂ z

〉 =
√

h̄

2mω

〈
z,
(
â+ + â

)
z
〉 =

√
2h̄

mω
Re {z} ,

〈
z, p̂z

〉 = i

√
mh̄ω

2

〈
z,
(
â+ − â

)
z
〉 = √

2mh̄ω Im {z} .

(iii) Under the evolution of the simple harmonic oscillator
Hamiltonian the position and momentum expectation
values for any state obey the classical equation of motion

¨〈x̂〉(t) + ω2〈x̂〉(t) = 0.

If we assume that the initial state of the system is the
coherent state |z〉, where z = A is a real number, then
the time dependence of the expectation value of position
is given by

〈x̂〉(t) = A cos (ωt) .

Note that choosing z to be a real number simply sets
the initial phase; any complex number with the same
magnitude will evolve with the same amplitude and
angular frequency.

If the oscillator is initially in an eigenstate of ĤI with a large
number of phonons and the observable we are considering
depends only on the phonon number, property (i) allows us
to consider a coherent state with z such that |z|2 = N instead.
Property (iii) then indicates that we can model the expected
position and momenta of this state classically. Furthermore,
by (ii), we find the amplitude of the oscillation, A, is related to
the phonon number in the following way

A =
(

2h̄

mω

) 1
2

|z| =
(

2h̄

mω
N

) 1
2

⇒ 1

2
mω2 A2 = h̄ωN. (7)

Thus, in this simple one-dimensional case, we see that by
establishing an equivalence between eigenstates and coherent
states with the same expected number of phonons, we specify
a quantum to classical correspondence.

The above argument can be extended to the multiple mode
case by considering a coherent state of the form

|zq1,λ1 , zq2,λ2, · · · , zq3N ,λ3N 〉

:= exp

(
−1

2

∑

q,λ

|zq,λ|2
)

exp

(
∑

q,λ

zq,λâ+
λ (q)

)
|0〉

for the 3N complex numbers zq1,λ1 , . . . , zq3N ,λ3N . We can then
use (2) and a method identical to the one-dimensional case to
determine the amplitudes of the modes of an initial classical
state equivalent to the quantum state |Nq1,λ1 Nq2,λ2 · · · Nq3N ,λ3N 〉
leading to (6). Having established the initial amplitude of
each mode the periodicity of the crystal structure allows us
to determine the initial position and momenta through Fourier
transforms.

4. Semiclassical Hamiltonian

We wish to model a quantum mechanical system, with
Hamiltonian of the form (1) with initial condition (3), via the
Ehrenfest approximation. To do so we first apply the quantum
to classical correspondence detailed in section 3 in order to set
the initial state of the classical ions. We then evolve the system
according to equations (4) and (5). As the electrons evolve
they alter the potential through which the ions move, affecting
their evolution via the ‘mean-field’ term in (5). In this way
the Ehrenfest approximation contains a feedback between the
electrons and the ions which make the equations difficult to
approach analytically.

For systems with weak electron–ion coupling the effect
of the electrons on the classical ion behaviour is small and
each ionic mode just oscillates with the frequency of that mode

3
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in the uncoupled system. We assume that the effect of the
electrons on the ions is so small as to be insignificant so that
even when the two systems are coupled each mode still just
oscillates as in the uncoupled system. The time dependence of
the amplitude of each mode with initial condition (6) is then
given by

Qλ(q) =
(

h̄

2mωλ(q)
〈Nq,λ〉

) 1
2

e−iωλ(q)t

+
(

h̄

2mωλ(q)
〈N−q,λ〉

) 1
2

eiωλ(−q)t , (8)

ensuring that the ion positions are real-valued. In the following
analysis we therefore neglect the explicit evolution of the ions
given by (5) and focus only on the evolution of the electrons.
By replacing the amplitude operator of (1) with (8) we obtain
the following time-dependent Hamiltonian

Ĥ sc(t) =
∑

k,σ

εσ (k)ĉ+
σ (k)ĉσ (k)

+
∑

k,k′,λ
gλ(k, k′)ĉ+

σ (k′)ĉσ (k)

×
[√〈Nq,λ〉e−iωλ(q)t +√〈N−q,λ〉eiωλ(−q)t

]
. (9)

We call this the semiclassical Hamiltonian in analogy with
the semiclassical approximation of photons in quantum optics.
The assumptions that we have made in section 2 mean that
the electronic evolution given by the semiclassical Hamiltonian
will be almost the same as that given by the Ehrenfest
approximation. Note that where, in the full quantum
simulation, the state of the phonon system is specified by the
initial condition (3), in the semiclassical simulation this is
reflected in the amplitudes of the modes.

The correspondence between semiclassical Hamiltonians
of the form (9) and full quantum Hamiltonians like (1) has been
extensively studied in quantum optics [11–13]. In this field
such Hamiltonians model the interaction between quantized
electromagnetic radiation and the stationary states of an atom
or molecule. The mathematical approaches used focus on
Floquet states, which allow the correspondence to be made
precise in the infinite phonon number limit. We will use a
simpler perturbative approach which, while limited to weak
coupling, highlights the difference between the two methods
in the case of low phonon number.

5. Perturbation theory analysis

The assumption of weak coupling means that we can use the
first-order results of time-dependent perturbation theory. We
shall first state the general results for the time dependence of
the electronic energy for the quantum and semiclassical case.
We then consider low and high electronic temperature regimes
in sections 5.1 and 5.2.

For the quantum case we wish to determine the change in
the electronic energy with time,


Ee(t) := Tr
{
ρ̂(t)Ĥe

}
− Tr

{
ρ̂ Ĥe

}

= Tr
{

Û(t)ρ̂(Û(t))+ Ĥe

}
− Tr

{
ρ̂ Ĥe

}
, (10)

where Û(t) is the evolution operator for the full quantum
system, ρ̂ is given by (3) and the trace is over electronic
and ionic states. From perturbation theory we obtain a
simple picture based on energy and momentum conservation.
Consider the scattering of a single electron resulting in some
change of momentum q. This change must then correspond to
the absorption of a phonon with momentum q or the emission
of one with momentum −q. With this exchange of momentum
also comes an absorption or emission of energy given by
h̄ωλ(q) and h̄ωλ(−q) respectively. Calculating the result
explicitly we obtain


Ee(t) = 2π t

h̄

∑

q,λ

h̄ωλ(q){〈Nq,λ〉A(ωλ(q))

− (〈Nq,λ〉 + 1
)
E(ωλ(q))}. (11)

The full derivation is given in appendix A. The change of the
energy of the electron system is therefore linear with time with
a rate set by the absorption (first term of sum) and emission
(second term of sum) to each phonon mode. A(ωλ(q)) is
essentially a transition rate and is given by

A(ωλ(q)) =
∫

dE f

(
E − h̄ωλ(q)

2

)

×
(

1 − f

(
E + h̄ωλ(q)

2

))
A(E, ωλ(q)), (12)

where f (E) is the Fermi–Dirac distribution function at
electronic temperature Te. The dependence of f (E) on
temperature and chemical potential has been suppressed for
simplicity. The Fermi factors give the constraint that the
initial state must be occupied and the final state unoccupied.
E(ωλ(q)) is a similar term for transitions where the electrons
emit to the phonon mode (q, λ),

E(ωλ(q)) =
∫

dE f

(
E + h̄ωλ(q)

2

)

×
(

1 − f

(
E − h̄ωλ(q)

2

))
A(E, ωλ(q)). (13)

The term A(E, ωλ(q)), which appears in both (12) and (13), is
the scattering matrix element averaged over the Fermi surface
as follows:

A(E, ωλ(q)) =
∫

SE+

d2k′

|∇εk′ |
×
∫

SE−

d2k
|∇εk| |gλ(k, k′)|2δ(k − k′ − k̃ − q), (14)

where SE+ and SE− are constant energy surfaces in electronic
k-space defined as

SE± =
{

k
∣∣∣εk = E ± h̄ωλ(q)

2

}
.

For the semiclassical case the energy corresponding
to (10) is given by


E sc
e (t) := Tre

{
Û sc(t)ρ̂e(Û

sc(t))+ Ĥe

}
−Tre

{
ρ̂e Ĥe

}
, (15)

4



J. Phys.: Condens. Matter 20 (2008) 125212 J le Page et al

where the trace is over the electronic states and Û sc(t) is the
semiclassical evolution operator. Evaluating (15) within first-
order perturbation theory we obtain


E sc
e (t) = 2π t

h̄

∑

q,λ

h̄ωλ(q){〈Nq,λ〉A(ωλ(q))

− 〈Nq,λ〉E(ωλ(q))}, (16)

where A(ωλ(q)) and E(ωλ(q)) are as given by (12) and (13)
respectively. The full derivation can be found in appendix B.

Comparisons between the energy exchange in the
semiclassical approximation (16) and the full quantum
mechanical result (11) show strong similarities, the only
difference being a ‘+1’ in the emission term. If we separate
the emission term in to parts corresponding to the spontaneous
and stimulated emission,


Ee(t) = 2π t

h̄

∑

q,λ

h̄ωλ(q){〈Nq,λ〉A(ωλ(q))

− 〈Nq,λ〉E(ωλ(q)) − E(ωλ(q))}
= 2π t

h̄

∑

q,λ

h̄ωλ(q)

{Stimulated Absorption Term

− Stimulated Emission Term

− Spontaneous Emission Term}, (17)

it is clear that the semiclassical approximation (and so
equivalently the Ehrenfest approximation) fails when the
spontaneous emission term is relevant for the correct evolution
of the electronic energy. In retrospect such a failure is
to be expected because the spontaneous emission term is
an inherently quantum mechanical feature arising from the
commutation relation between the annihilation and creation
operators of the phonons.

In order to ascertain the physical situations in which
spontaneous emission of phonons is important we must
evaluate (A(ωλ(q)) − E(ωλ(q))) and E(ωλ(q)) for a range
of different physical parameters. The former enters in to
terms where electron behaviour is stimulated while the latter
is involved in the spontaneous emission term. We shall find
that in both cases of low and high electronic temperature
the semiclassical approximation is only accurate when the
temperature of the oscillator system is much larger than the
temperature of the electronic system.

5.1. Low electronic temperatures

We first consider low electronic temperatures. In such cases the
energies of those electrons which absorb a phonon with energy
ωλ(q) are restricted to lie within h̄ωλ(q) below the Fermi
energy. This suggests we can make the following assumptions
in the case of low temperatures:

(i) We assume that for the energies of electrons which take
part in scattering processes A(E, ωλ(q)) is constant. This
assumption becomes increasingly invalid as we consider
higher phonon energies as the range of electronic energies
involved increases.

(ii) We assume that electron states at the top and bottom of the
band are not involved in phonon emission and absorption
processes. Again this is increasingly invalid at higher
phonon energies.

We then find (see appendix C)

(A(ωλ(q)) − E(ωλ(q))) = A(E0, ωλ(q))h̄ωλ(q), (18)

E(ωλ(q)) = A(E0, ωλ(q))h̄ωλ(q)
1

exp
(

h̄ωλ(q)

kBTe

)
− 1

, (19)

where A(E0, ωλ(q)) is the single value of A over the relevant
energy interval. Inserting these results in to (11) and (16)


Ee(t) = 2π t

h̄

∑

q,λ

(h̄ωλ(q))2 A(E0, ωλ(q))

×
⎧
⎨

⎩〈Nq,λ〉 − 1

exp
(

h̄ωλ(q)

kB Te

)
− 1

⎫
⎬

⎭ , (20)


E sc
e (t) = 2π t

h̄

∑

q,λ

(h̄ωλ(q))2 A(E0, ωλ(q))〈Nq,λ〉. (21)

So, in the low electronic temperature limit, the criterion for the
success of the semiclassical approximation is given by

〈Nq,λ〉 = 1

exp
(

h̄ωλ(q)

kBTosc

)
− 1

� 1

exp
(

h̄ωλ(q)

kBTe

)
− 1

, (22)

where we have noted that (3) results in modes occupied
according to the Bose–Einstein distribution. Thus we require
that Tosc � Te, although it is probably better to use the criterion
of (22) in any quantitative analysis.

Comparisons between (20) and (21) also make it clear that
the semiclassical approximation fails to give an equilibrium
between the electron and ion systems. So, although we can
use (6) to ensure that the initial temperature of the ions in
the Ehrenfest simulation is the same as that of the electrons,
failures inherent in the Ehrenfest approximation means we will
still see an energy flow to the electrons.

5.2. High electronic temperatures

We now consider such high electronic temperatures that all
the electronic states in the band are approximately equally
occupied. This means that the effect of the Fermi–Dirac
functions can be taken outside of the integral in (12) and (13).

We find that (details are given in appendix D)

(A(ωλ(q)) − E(ωλ(q))) = 1

4

h̄ωλ(q)

kBTe

∫
dE A(E, ωλ(q)),

(23)

E(ωλ(q)) = 1

4

(
1 − h̄ωλ(q)

2kBTe

)∫
dE A(E, ωλ(q)). (24)

By (11) and (16) we have for the energy exchange between the
electrons and ions


E(t) = 2π t

h̄

∑

q,λ

1

4
h̄ωλ(q)

{(
〈Nq,λ〉 + 1

2

)
h̄ωλ(q)

kBTe
− 1

}

×
∫

dE A(E, ωλ(q)), (25)

5
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E sc(t) = 2π t

h̄

∑

q,λ

1

4
h̄ωλ(q)

{
〈Nq,λ〉 h̄ωλ(q)

kBTe

}

×
∫

dE A(E, ωλ(q)). (26)

We can use (25) and (26) to determine the following criterion
for the success of the Ehrenfest approximation

〈Nq,λ〉 h̄ωλ(q)

kBTe
� 1 − h̄ωλ(q)

2kBTe
. (27)

Ignoring the second term on the right hand side due to
its relatively small size and using the fact that in the high
temperature limit we have

h̄ωλ(q)

kBTe
≈ exp

(
h̄ωλ(q)

kBTe

)
− 1,

and so we can write (27) as

〈Nq,λ〉 = 1

exp
(

h̄ωλ(q)

kB Tosc

)
− 1

� 1

exp
(

h̄ωλ(q)

kB Te

)
− 1

,

which is the same criterion as for the low temperature case.
The central difference between (25) and (26) is that the

former contains a term that is independent of the electronic
temperature. This term comes to dominate as the electronic
temperature increases resulting in a flow of energy from the
electrons to the ions. This is to be expected, energy flows from
hot electrons to relatively cold ions. The contrast with (26)
highlights that this energy flow is only possible with the
inclusion of quantum mechanical behaviour of the oscillator
system. The possibility of spontaneous emission of phonons is
entirely responsible for the flow of energy back in to the ions
in this limit.

6. Results for a simple model

In this section we provide support for the analytical results
of previous sections by considering a simple model system.
We first state the Hamiltonian of the system and then derive
analytical results equivalent to those of section 5. Finally we
present exact numerical results and compare them with the
analytical formulae.

We consider electrons on a one-dimensional chain of
L sites subject to periodic boundary conditions with nearest
neighbour hopping of strength b coupled to a single oscillator
of mass m and angular frequency ω at a single site. We couple
to a single oscillator as opposed to multiple oscillators to ease
our numerical analysis. The Hamiltonian of the system is

Ĥ = b

(
L−2∑

i=0

(
d̂+

i d̂i+1 + d̂+
i+1d̂i

)
+ d̂+

L−1d̂0 + d̂+
0 d̂L−1

)

+
(

p̂2

2m
+ 1

2
mω2 x̂2

)
+ λd̂+

0 d̂0x̂ . (28)

Here d̂+
i and d̂i are the creation and annihilation operators for

an electron on site i ; p̂ and x̂ are the momentum and position
operators for the oscillator and λ is an indication of the strength
of the electron–phonon coupling. The translational symmetry

of the electron system means we can attach the oscillator to any
site without affecting the result.

Let |KN〉 be an eigenstate of the uncoupled system where
the oscillator has N phonons and the electrons are in an
eigenstate K of the uncoupled electron system. The initial state
of the system is chosen to be

ρ̂ =
∑

K

1

Ze
exp

(
EK

kBTe

)
|KN〉〈KN |, (29)

where we have used the same notation as (3). For simplicity
we consider an oscillator with a given initial phonon number,
N , rather than consider a finite temperature Tosc.

Using the methods detailed in sections 3 and 4 we are able
to determine the Ehrenfest and semiclassical approximations
of (28) with initial conditions (29). In the Ehrenfest
approximation the evolution of the system is given by the two
coupled equations

ih̄ ˙̂ρe(t) =
[

b

(L−2∑

i=0

(
d̂+

i d̂i+1 + d̂+
i+1d̂i

)
+ d̂+

L−1d̂0 + d̂+
0 d̂L−1

)

+ λd̂+
0 d̂0 R(t), ρ̂e(t)

]
, (30)

m R̈(t) = −mω2 R(t) − Tr
{
ρ̂e(t)

(
λd̂+

0 d̂0

)}
. (31)

The coupled oscillator is now modelled classically and its
position is denoted by R(t). In order to set the initial amplitude
of the oscillator we use the one-dimensional quantum to
classical correspondence given by (7). The initial electronic
density matrix is found by tracing out the oscillator state
from (29). As in section 4 we derive the semiclassical
Hamiltonian from the Ehrenfest approximation by assuming
that the weak electron–phonon coupling does not influence
the classical motion of the coupled oscillator. Therefore its
classical motion is given by R(t) = A cos ωt leading to the
semiclassical Hamiltonian

Ĥ sc(t) = b

(
L−2∑

i=0

(
d̂+

i d̂i+1 + d̂+
i+1d̂i

)
+ d̂+

L−1d̂0 + d̂+
0 d̂l−1

)

+ λAd̂+
0 d̂0

(
eiωt + e−iωt

2

)
. (32)

We now apply the techniques of first-order time-dependent
perturbation theory to determine the evolution of the fully
quantum mechanical system governed by (28) and the
semiclassical system governed by (32). We can then obtain the
change of the electronic energy as defined by (10) and (15).
For the fully quantum system we find


Ee = 2π t

h̄
h̄ω {NA − (N + 1)E} , (33)

where the absorption and emission coefficients are given by

A = λ2 h̄

2mω

∫

B
dEn

(
E − h̄ω

2

)
n

(
E + h̄ω

2

)

× f

(
E − h̄ω

2

)(
1 − f

(
E + h̄ω

2

))
, (34)

E = λ2 h̄

2mω

∫

B
dEn

(
E + h̄ω

2

)
n

(
E − h̄ω

2

)

× f

(
E + h̄ω

2

)(
1 − f

(
E − h̄ω

2

))
. (35)

6
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Here n(E) denotes the density of states per site of
the uncoupled electron system, f (E) is the Fermi–Dirac
distribution at temperature Te and the range of integration is
given by B = {E | − 2b + h̄ω

2 � E � 2b − h̄ω
2 }. For the

semiclassical system we have


E sc
e = 2π t

h̄
h̄ω {NA − NE} , (36)

using the relation between oscillator amplitude and phonon
number given by (7). As we saw in section 5 for the
more complex multiple oscillator system, the semiclassical
approximation fails when the spontaneous emission term is
relevant.

We can go on to perform an analysis of the low and
high temperature limits of (34) and (35) using the methods of
sections 5.1 and 5.2. An analysis of these results is required
to confirm that the simple picture of section 5 is valid. In the
case of low temperatures we follow the approach of section 5.1
and assume the density of states is flat for scattered electrons
and that the states at the top and bottom of the band are not
involved. We then obtain


Ee = 2π t

h̄
λ2 h̄

2mω
(h̄ω)2 (n(E0))

2

×
⎛

⎝N − 1

exp
(

h̄ω
kBTe

)
− 1

,

⎞

⎠ (37)


E sc
e = 2π t

h̄

h̄

2mω
λ2 (h̄ω)2 (n(E0))

2 N (38)

where n(E0) is the single value of the density of states over the
relevant energies. (See appendix C for a full derivation.) In
comparing the energy changes given by full quantum system
and the semiclassical approximation we obtain the following
ratio


Ee


E sc
e

= 1 − 1

N
(

exp
(

h̄ω
kBTe

)
− 1
) . (39)

For sufficiently high temperatures electronic states across the
whole band are equally occupied and we find


Ee = 2π t

h̄
h̄ω

h̄

2mω
λ2 1

4

((
N + 1

2

)
h̄ω

kBTe
− 1

)

×
∫

B
dEn

(
E − h̄ω

2

)
n

(
E + h̄ω

2

)
(40)


E sc
e = 2π t

h̄
h̄ω

h̄

2mω
λ2 1

4

(
N

h̄ω

kBTe

)

×
∫

B
dEn

(
E − h̄ω

2

)
n

(
E + h̄ω

2

)
. (41)

For high temperatures the ratio of the two energy changes is
given by


Ee


E sc
e

= 1 + 1

2N
− kBTe

Nh̄ω
. (42)

We remark on the similarity between the ratios for the high
and low temperature cases. To see this we can, for high
temperatures, use the Taylor expansion of exp(x) about zero
to rewrite (42) as


Ee


E sc
e

= 1 + 1

2N
− 1

N
(

exp
(

h̄ω
kB Te

)
− 1
) .

Figure 1. The density of states of the uncoupled electron system and
the Fermi–Dirac distribution for the three temperatures used in
figures 2–4.

This completes our review of analytical results for the model
Hamiltonian (28).

In the rest of this section we shall confirm the above
formulae numerically. We performed three different numerical
procedures:

(i) An Ehrenfest simulation using (30) and (31).
(ii) The occupations of the system’s eigenstates calculated

using a first-order time-dependent perturbation theory
analysis of the semiclassical result (32) (before the long
time limit that is taken to give Fermi’s golden rule).

(iii) A numerical integration of (34) and (35) using an adaptive
Simpson’s rule. The Fermi’s golden rule result (33) is
then used to give the electronic energy change for the full
quantum system1. To determine the density of states we
assume the electron system is infinitely large which gives
(see figure 1)

n(E) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1

2bπ

(
1 −

(
E

2b

)2
)− 1

2

when − 2b � E � 2b

0 otherwise.

(43)

We have not undertaken a full quantum mechanical
simulation because the presence of a quantum mechanical
oscillator introduces phonon mediated electron–electron
interactions. Therefore to correctly describe this system would
require storing two-particle density matrices, three-particle
density matrices, etc. The system parameters used are given
in table 1 and are chosen specifically to ensure we are in the
region of weak coupling. We start the density matrix at three
different temperatures, the corresponding Fermi factors are
shown in figure 1. The Fermi factor of the lowest (highest)
temperature is such that it satisfies the conditions required
for equation (39) (equation (42)). For each temperature we

1 There are issues regarding the timescales over which Fermi’s golden rule is
applicable to finite systems [14]. We have found that our system is sufficiently
large to compare with Fermi’s golden rule over the times considered.

7
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Figure 2. The evolution of the electronic energy from our three
numerical procedures for initial temperature kBTe = h̄ω over a range
of initial phonon numbers. The plots are scaled so that the Ehrenfest
result ends at 1 for all phonon numbers. The semiclassical and
Ehrenfest results are indistinguishable. As the phonon number
increases the Ehrenfest and semiclassical approximations near the
fully quantum mechanical Fermi’s golden rule result.

Table 1. A table of the parameters used in the numerical
procedures.

Parameter Value

b 2 h̄ω

λ 0.001 h̄ω

√
mω

h̄
L 200

consider a range of initial phonon numbers to highlight when
the Ehrenfest approximation is accurate. The system is evolved
from ωt0 = 0 to ωtf = 40.

The time dependence of the quantities


Ee(t)


Eehr
e (tf)

,

E sc

e (t)


Eehr
e (tf)

and

Eehr

e (t)


Eehr
e (tf)

,

is shown in figures 2–4. Here 
Eehr
e denotes the evolution

of the electronic energy under the Ehrenfest equations (30)
and (31). By dividing by the Ehrenfest energy at tf all of
the Ehrenfest results coincide. We first note that in these
plots the Ehrenfest results and the semiclassical results are
idistinguishable, a conclusion borne out by examination of
individual datapoints. This vindicates our claim that for weak
coupling a semiclassical Hamiltonian gives the same electronic
energy evolution as a full Ehrenfest simulation. It also provides
a simple explanation for why all the Ehrenfest results coincide
when rescaled since, as seen in (36), the initial amplitude
simply acts as a scaling factor which is cancelled by the
division of 
Eehr

e (tf).
For all three temperatures plotted we see that, as expected,

the approximate results are more accurate the higher the initial
phonon number. The gradual convergence of the Fermi’s
golden rule result and the approximations is clear in all
three plots. For all three temperatures the semiclassical and
Ehrenfest behaviour show a rapid initial increase in energy
resulting in the plots appearing ‘shifted.’ This is a result of

Figure 3. The evolution of the electronic energy from our three
numerical procedures for initial temperature kBTe = 2h̄ω.

Figure 4. A plot of the evolution of the electronic energy from our
three numerical procedures for initial temperature kBTe = 50h̄ω.

choosing the coupled oscillator to be initially displaced so
that ρ̂e is not a sum of eigenstates of Ĥ sc(0). Essentially
the initial Hamiltonian can be viewed as sudden perturbation
which causes the rapid change. This issue can be resolved by
starting the oscillator at R(0) = 0 with a set initial velocity
Ṙ = 0 but such effort is generally unnecessary as the rate of
increase can easily be discerned from the plots and the ‘shift’
becomes increasingly irrelevant as time goes on.

The accuracy of the approximations can be seen in more
detail in column three of table 2. For temperature kBTe = h̄ω

the Ehrenfest approximation is 80% accurate for N � 3.
For the higher temperature kBTe = 2h̄ω, 80% accuracy is
only achieved for N � 9. At the much high temperature
kBTe = 50h̄ω, for which the whole band is approximately
equally occupied, the Ehrenfest approximation and Fermi’s
golden rule only agree for very high phonon numbers N �
250. The inability of the semiclassical Hamiltonian to give
a transfer of energy from electrons to ions is made obvious
here. For the parameter sets {kBTe = 2h̄ω, N = 1} and
{kBTe = 50h̄ω, N = 1} Fermi’s golden rule indicates that
the rate of electronic energy change should be negative but

8
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Table 2. A table of the ratio 
Ee/
E sc
e for different temperatures

and amplitudes. The closer this ratio to 1 the more accurate the
semiclassical and Ehrenfest approximations. We also show the value
of this ratio as estimated by the low temperature result (39) and the
high temperature result (42).

kBTe

h̄ω
N 
Ee/
E sc

e

Approx ratio
(low Te)

Approx ratio
(high Te)

1 1 0.3874 0.4180 0.5000
1 3 0.8066 0.8060 0.8333
1 5 0.8862 0.8836 0.9000
1 7 0.9120 0.9169 0.9286
1 9 0.9375 0.9353 0.9444
2 1 −0.5544 −0.5415 −0.5000
2 3 0.4921 0.4862 0.5000
2 5 0.6852 0.6917 0.7000
2 7 0.7847 0.7798 0.7857
2 9 0.8265 0.8287 0.8333

50 1 −48.4900 −48.5017 −48.5000
50 50 0.0100 0.0100 0.0100
50 150 0.6704 0.6700 0.6700
50 250 0.8024 0.8020 0.8020
50 350 0.8590 0.8586 0.8586

the Ehrenfest approximation gives a positive rate. Also shown
in columns 4 and 5 of table 2 are the estimated energy ratios
given by consideration of the low temperature limit (39) and
high temperature limit (42). For this simple model both of the
estimates prove to be close to the true value for all temperature
ranges. This is due to the electronic system’s predominantly
flat density of states, as seen in figure 1. As you would expect,
the low temperature limit proves to be slightly more accurate
for kBTe = h̄ω, 2h̄ω. Furthermore it is equally accurate for
kBTe = 50h̄ω because, as discussed, the two results converge
for high temperatures and many phonons.

All the numerical results that we have obtained provide
validation for all the analytical work done for this simple
model. We can thus have confidence in the more general results
of section 5.

7. Conclusions

We have suggested a simple scheme for applying the Ehrenfest
approximation to simulations of solids. Assuming an initial
density matrix of the form (3) the quantum to classical
correspondence given by (6) can be used to set the initial
amplitude of each mode which can in turn be used to set the
initial position and momentum of the classical ions of the
Ehrenfest approximation.

Assuming that the change in the potential due to the
electrons has a negligible effect on the behaviour of the ions,
we analysed the energy flow to the electrons in the Ehrenfest
approximation using a simpler semiclassical Hamiltonian (9).
We found that when the ion temperature is much higher than
that of the electrons, the Ehrenfest approximation will give the
correct energy exchange between the two systems.

The Ehrenfest approximation does not include several
important features of electron–ion coupling. We will not see
equilibration between the electrons and ions. Even if the
quantum to classical correspondence is used to set up the

ions in a state with the same ‘temperature’ as the electrons,
we will still see an energy flow to the electron system.
Furthermore, if the electron system is hotter than the ion
system, the Ehrenfest approximation will give an energy flow
in the wrong direction, from the ions to the electrons. These
results can be encompassed in the statement that the Ehrenfest
approximation only correctly includes the energy flow from
ions to electrons and fails when the electron to ion energy
exchange is important. This observation has been made
before on the basis of numerical observation [3]. In this
work we traced this failure to the absence of the quantum
mechanical effect of spontaneous phonon emission in the
Ehrenfest approximation. The numerical results of section 6
support these conclusions.

Although the initial states we have considered were
restricted to the form (3), we suspect that the conclusions
of this paper apply more generally. Our heuristic discussion
emphasized the importance of the expected phonon number
over all other properties of the ion system. It is therefore
not unreasonable to extend our rigorous results regarding the
Ehrenfest approximation’s validity to a general high energy
phonon system interacting with a low energy electron system.

The analysis of the Ehrenfest approximation in this paper
is incomplete in two important ways. We modelled the ions
as a phonon system and we neglected the ‘mean-field’ effect
of the electrons on the ions. In particularly violent events,
for example at the start of a radiation damage cascade, these
assumptions are no longer valid. Phonon–phonon interactions
will be relevant so the first assumption is invalid. Furthermore
the electrons will undergo a substantial change in state meaning
that the force due to the electrons on the ions will also change
substantially. This work is therefore applicable only to the later
stages of the cascade where the ions behave as a very high
temperature oscillator system and the electrons act primarily
as a heat sink.
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Appendix A. Derivation of equation (11)

We start with the Hamiltonian given by (1) and treat the
coupling as a perturbation, denoted by V̂ , to the Hamiltonian
of the uncoupled electrons and ions, denoted by Ĥ0. The
eigenstates of Ĥ0 are given by (2). We define the perturbed
and unperturbed propagators by

Û(t) := exp

(
− iĤ t

h̄

)
and Û0(t) := exp

(
− iĤ0t

h̄

)
.

We wish to determine the change in the electronic energy

Ee(t) as defined by (10) with the system initially described
by the density matrix (3).

As the system evolves each eigenstate of the uncoupled
system |KΦ〉 will become a superposition of all other |K′Φ′〉.

9
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Thus we define

|(KΦ)(t)〉 :=
∑

K′,Φ′
CK′Φ′,KΦ(t)|K′Φ′〉

where CK′Φ′,KΦ(t) = 〈K′Φ′, Û(t)KΦ〉. If the system is
initially given by (3) then the change in electronic energy is
given by


Ee(t) =
∑

K

1

Ze
exp

(
− EK

kBTe

)∑

Φ

1

Z ion
exp

(
− WΦ

kBTion

)

×
⎛

⎜⎝
∑

K′,Φ′
K′ 
=K

|CK′Φ′,KΦ(t)|2(EK′ − EK)

⎞

⎟⎠ , (A.1)

where the eigenstates of the electronic and oscillator systems
have corresponding energies EK and WΦ with

EK =
∑

k
occ

ε(k), WΦ =
∑

q,λ

h̄ωλ(q)
(
Nq,λ + 1

2

)
.

Furthermore we define EKΦ = EK + WΦ.
We approximate the propagator Û (t) by

Û(t) ≈ Û0(t) + 1

ih̄

∫ t

0
Û0(t − s)V̂ Û0(s) ds.

This is often referred to as the Dyson expansion of the
propagator, here approximated to first-order. Note that, since
|KΦ〉 are the eigenvectors of the unperturbed Hamiltonian, the
zeroth order contribution to CK′Φ′,KΦ(t) will be zero if |K′Φ′〉
is different from the initial eigenstate. Hence, for K′ 
= K,

CK′Φ′,KΦ(t) ≈
〈
K′Φ′,

(
1

ih̄

∫ t

0
Û0(t − s)V̂ Û0(s)ds

)
KΦ
〉
,

which leads to

|CK′Φ′,KΦ(t)|2 = t2

h̄2

∣∣∣
〈
K′Φ′, V̂ KΦ

〉∣∣∣
2

× sinc2

(
(EK′Φ′ − EKΦ)t

2h̄

)
.

We therefore have∑

K′,Φ′
K′ 
=K

|CK′Φ′,KΦ(t)|2(EK′ − EK)

= t2

h̄2

∑

K′ ,Φ′
K′ 
=K

∣∣∣
〈
K′Φ′, V̂ KΦ

〉∣∣∣
2

× sinc2

(
(EK′Φ′ − EKΦ)t

2h̄

)
(EK′ − EK). (A.2)

Inserting the form of V̂ we find that
∣∣∣
〈
K′Φ′, V̂ KΦ

〉∣∣∣
2

=
∑

k,k′,λ

∣∣gλ(k, k′)
∣∣2 ∣∣〈K′, ĉ+(k′)ĉ(k)K

〉∣∣2

× ∣∣〈Φ′,
(
âλ(q) + â+

λ (−q)
)
Φ
〉∣∣2

+
∑

k,k′,λ

∑

l,l′,γ
(k,k′,λ) 
=(l,l′,γ )

gλ(k, k′)ḡγ (l, l′)
〈
K′, ĉ+(k′)ĉ(k)K

〉

× 〈K′, ĉ+(l′)ĉ(l)K
〉 〈
Φ′,
(
âλ(q) + â+

λ (−q)
)
Φ
〉

× 〈Φ′,
(
âγ (p) + â+

γ (−p)
)
Φ
〉
.

where p = l′ − l + k̃ where k̃ is a vector of the reciprocal
lattice such that lies in the first Brillouin zone. We are thus
left with two inner products to evaluate, an electronic one
and an ion one. Considering the electronic inner product
first, for 〈K′, ĉ+(k′)ĉ(k)K〉 to be non-zero, K′ and K must
differ only by an electron–hole pair with momenta k and
k′. This means then that the inner product 〈K′, ĉ+(l′)ĉ(l)K〉
will be zero unless k′ = l′ and k = l. Similarly the
ion inner product, 〈Φ′, (âλ(q) + â+

λ (−q))Φ〉, will be non-
zero only if Φ′ and Φ differ by a single phonon–hole pair.
With careful accounting of whether (K′Φ′) and (KΦ) differ
by the requisite electron–hole and phonon–hole pairs we find
that only two terms in the sum (A.2) are non-zero leaving
us with∑

K′,Φ′
K′ 
=K

|CK′Φ′,KΦ(t)|2(EK′ − EK)

= t2

h̄2

∑

k,k′,λ
|gλ(k, k′)|2nk(1 − nk′)(Nλ(−q) + 1)

× sinc2

(
(εk′ − εk + h̄ωλ(−q))t

2h̄

)
(εk′ − εk)

+ t2

h̄2

∑

k,k′,λ
|gλ(k, k′)|2nk(1 − nk′)Nλ(q)

× sinc2

(
(εk′ − εk − h̄ωλ(q))t

2h̄

)
(εk′ − εk). (A.3)

We now take the large t limit, where the sinc functions
narrow to delta functions. Inserting (A.3) in to (A.1) we obtain


Ee(t) = 2π t

h̄

∑

k,k′,λ
|gλ(k, k′)|2 fk(1 − fk′)(〈Nλ(−q)〉 + 1)

× δ(εk′ − εk + h̄ωλ(−q))(−h̄ωλ(−q))

+ 2π t

h̄

∑

k,k′,λ
|gλ(k, k′)|2 fk′(1 − fk)〈Nλ(q)〉

× δ(εk − εk′ − h̄ωλ(q))(h̄ωλ(q)), (A.4)

having used |gλ(k, k′)|2 = |gλ(k′, k)|2 to swap k and k′. Con-
sidering just the phonon creation term now, we introduce a sum
over all phonon wavevectors and focus on∑

q

∑

k,k′,λ
|gλ(k, k′)|2 fk(1 − fk′)(〈Nλ(q)〉 + 1)

× δ(εk′ − εk + h̄ωλ(q))(−h̄ωλ(q))δ(k − k′ − k̃ − q).

This is possible since k̃ is the reciprocal lattice vector required
for q to be in the first Brillouin zone and hence can be consid-
ered a function of k and k′. We now write the sum over k and
k′ as an integral over different energy surfaces using

∑

k

=
∫

dE
∫

SE

d2k
|∇ε(k)| ,

where SE = {k|ε(k) = E} to give∑

q,λ

(〈Nq,λ〉 + 1)(−h̄ωλ(q))

×
∫

dE
∫

dE ′ f (E)(1 − f (E ′))δ(E ′ − E + h̄ωλ(q))

×
∫

SE

d2k
|∇ε(k)|

∫

SE ′

d2k′

|∇ε(k′)| |gλ(k, k′)|2

× δ(k − k′ − k̃ − q).

10
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Performing the integral over E ′ and shifting the integral over
E by 1

2 h̄ωλ(q) giving the phonon creation term
∑

q,λ

(〈Nq,λ〉 + 1)(−h̄ωλ(q))

×
∫

dE f

(
E + h̄ωλ(q)

2

)

×
(

1 − f

(
E − h̄ωλ(q)

2

))
A(E, ωλ(q)), (A.5)

where A(E, ωλ(q)) is given by (14). Now performing a similar
derivation for the phonon creation term we obtain
∑

q,λ

〈Nq,λ〉h̄ωλ(q)

∫
dE f

(
E − h̄ωλ(q)

2

)

×
(

1 − f

(
E + h̄ωλ(q)

2

))
A(E, ωλ(q)). (A.6)

Inserting (A.5) and (A.6) in to (A.4) completes the derivation
of (11).

Appendix B. Derivation of equation (16)

In this appendix we derive (16) in the long time limit under the
assumption that first-order time-dependent perturbation theory
is valid. We consider the Hamiltonian Ĥ sc(t) given by (9). We
define the corresponding evolution operator

Û sc(t) = T exp

(
− i

h̄

∫ t

0
ds Ĥ sc(s)

)
,

where T indicates Wick’s time-ordering operator. We treat the
time-dependent part, denoted V̂ (t), as a perturbation to the
electronic Hamiltonian, denoted Ĥ0 in this section. We write
denote the corresponding propagator by Û0(t). Here we are
considering only the evolution of the electron system because
the ion system is included via V̂ (t).

For notational purposes we shall write the perturbation as

V̂ (t) =
∑

α

V̂α (Cα exp(−iναs) + Dα exp(iωαs))

∑

α

=
∑

k,k′,λ
, V̂α = gλ(k, k′)ĉ+

σ (k′)ĉσ (k),

Cα = √Nλ(q), Dα = √Nλ(−q),

να = ωλ(q), ωα = ωλ(−q).

Therefore, using the Dyson expansion for the propagator, for
K′ 
= K,

cK′K(t) :=
〈
K′, Û sc(t)K

〉

≈
〈
K′,
(

1

ih̄

∫ t

0
Û0(t − s)V̂ (s)Û0(s)

)
K
〉

= 1

ih̄

∑

α

〈
K′, V̂αK

〉

×
∫ t

0
exp

(
− iEK′(t − s)

h̄

) (
Cαe−iνα s + Dαeiωαs

)

× exp

(
− iEKs

h̄

)
ds

The integral then evaluates to

Cαt exp

(
− iEK′t

h̄

)
exp

(
i(EK′ − EK − h̄να)t

2h̄

)

× sinc

(
(EK′ − EK − h̄να)t

2h̄

)

+ Dαt exp

(
− iEK′t

h̄

)

× exp

(
i(EK′ − EK + h̄ωα)t

2h̄

)

× sinc

(
(EK′ − EK + h̄ωα)t

2h̄

)
.

We split our evaluation of |cK′K(t)|2 in to the sum of two parts.
The first comes from the product of terms with the same α,

t2

h̄2

∑

α

∣∣∣
〈
K′, V̂αK

〉∣∣∣
2

{
C2

α sinc2

(
(EK′ − EK − h̄να)t

2h̄

)

+ D2
α sinc2

(
(EK′ − EK + h̄ωα)t

2h̄

)

+ Cα Dα2 cos

(
(h̄να + h̄ωα)t

2h̄

)

× sinc

(
(EK′ − EK − h̄να)t

2h̄

)

× sinc

(
(EK′ − EK + h̄ωα)t

2h̄

)}
. (B.1)

The second, more complex, term comes from the product of
terms with different α and will consist of sums of a form
similar to
t2

h̄2

∑

α

∑

β 
=α

〈
K′, V̂αK

〉 〈
K′, V̂βK

〉

× CαCβ exp

(
i(−h̄να + h̄νβ)t

2h̄

)

× sinc

(
(EK′ − EK − h̄να)t

2h̄

)

× sinc

(
(EK′ − EK − h̄νβ)t

2h̄

)
. (B.2)

We shall that the contribution of terms like (B.2) to |cK′K|2 goes
to zero in the large t limit. From appendix A we have
〈
K′, ĉ+(k′)ĉ(k)K

〉 〈
K′, ĉ+(l′)ĉ(l)K

〉 = 0

unless k = l and k′ = l′.
Using this simplification and converting back to the original
momenta notation
t2

h̄2

∑

k,k′

∑

λ,ρ

λ 
=ρ

∣∣gλ(k, k′)
∣∣2 ∣∣〈K′, ĉ+

σ (k′)ĉσ (k)K
〉∣∣2

×
(√〈Nq,λ〉

√〈Nq,ρ 〉 exp

(
i(−h̄ωλ(q) + h̄ωρ(q))t

2h̄

)

× sinc

(
(EK′ − EK − h̄ωλ(q))t

2h̄

)

× sinc

(
(EK′ − EK − h̄ωρ(q))t

2h̄

))
.

11
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The two sinc functions are centred about energies h̄ωλ(q)

and h̄ωρ(q). If these two energies are different then as time
progresses the product of these two sinc functions will tend to
zero. If however the two energies are the same, meaning that
the frequencies of two different polarizations with the same
momentum are equal, then this term will not tend to zero.
However this equality of frequencies will only occur for a small
number of momenta. Therefore we assume the contribution
of (B.2) is zero. A similar argument can be applied to all terms
with different α.

Therefore only (B.1) contributes to the value of |cK′K(t)|2.
The consideration of whether states K′ and K have the
necessary electron–hole pairing to give a non-zero matrix
element leads to
∑

K′
|cK′K(t)|2(EK′ − EK)

= 2π t

h̄

∑

k,k′,λ
|gλ(k, k′)|2nk(1 − nk′)〈N−q,λ〉

× sinc2

(
(εk′ − εk + h̄ωλ(−q))t

2h̄

)
(εk′ − εk)

+ 2π t

h̄

∑

k,k′,λ
|gλ(k, k′)|2nk(1 − nk′)〈Nq,λ〉

× sinc2

(
(εk′ − εk − h̄ωλ(q))t

2h̄

)
(εk′ − εk).

The derivation now proceeds in a similar fashion to that in
appendix A using


E sc
e (t) =

∑

K

1

Ze
exp

(
− EK

kBTe

)

×
⎛
⎜⎝
∑

K′
K′ 
=K

|cK′,K(t)|2(EK′ − EK)

⎞
⎟⎠ .

Appendix C. Low temperature derivation

We now derive equations (18) and (19) under the assumptions
given in section 5.1.

We first evaluate

A(ωλ(q)) − E(ωλ(q))

:=
∫

B
dE f

(
E − h̄ωλ(q)

2

)

×
(

1 − f

(
E + h̄ωλ(q)

2

))
A(E, ωλ(q))

−
∫

B
dE f

(
E + h̄ωλ(q)

2

)

×
(

1 − f

(
E − h̄ωλ(q)

2

))
A(E, ωλ(q)), (C.1)

where B denotes the electronic bandwidth. By the first
assumption of section 5.1, A(E, ωλ(q)) is constant over the
energy range where the integrand is non-zero. This allows
us to take this system dependent term outside of the integral.
By the second assumption the integrand is non-zero only for a
small region of the bandwidth B . We can therefore extend the

integral over the bandwidth to one from −∞ to +∞. We are
thus left with the following integral to evaluate,
∫ +∞

−∞
dE

(
f

(
E − h̄ω

2

)(
1 − f

(
E + h̄ω

2

))

− f

(
E + h̄ω

2

)(
1 − f

(
E − h̄ω

2

)))

= 1

2

(
exp

(
h̄ω

2kBTe

)
− exp

(
− h̄ω

2kBTe

))

×
∫ +∞

−∞
dE

(
cosh

(
E

kBTe

)
+ cosh

(
h̄ω

2kBTe

))−1

, (C.2)

where we have used ω = ωλ(q) to simplify notation and
inserted the definition of the Fermi function. We can rewrite
the integral as
∫ +∞

−∞
dE exp

(
E

kBTe

)(
exp

(
2E

kBTe

)
+ exp

(
E

kBTe

)

×
(

exp

(
h̄ω

2kBTe

)
+ exp

(
− h̄ω

2kBTe

))
+ 1

)

and then by making the substitution the substitution u =
exp( E

kBTe
) we have

kBTe

∫ ∞

0
du

(
u2 + u

(
exp

(
h̄ω

2kBTe

)

+ exp

(
− h̄ω

2kBTe

))
+ 1

)−1

= kBTe

(
exp

(
h̄ω

2kBTe

)
+ exp

(
− h̄ω

2kBTe

))−1

×
⎡

⎣ln

⎛

⎝
u + exp

(
− h̄ω

2kBTe

)

u + exp
(

h̄ω
2kBTe

)

⎞

⎠

⎤

⎦
∞

0

= h̄ω

(
exp

(
h̄ω

2kBTe

)
+ exp

(
− h̄ω

2kBTe

))−1

. (C.3)

From (C.2) we insert the evaluation of the integral given
by (C.3) to obtain
∫ +∞

−∞
dE

(
f

(
E − h̄ω

2

)(
1 − f

(
E + h̄ω

2

))

− f

(
E + h̄ω

2

)(
1 − f

(
E − h̄ω

2

)))
= h̄ω.

Inserting in to (C.1) we obtain (18).
To derive (19) we need to evaluate

E(ωλ(q)) =
∫

B
dE f

(
E + h̄ωλ(q)

2

)

×
(

1 − f

(
E − h̄ωλ(q)

2

))
A(E, ωλ(q)).

12
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Making the same approximations as for A(ωλ(q)) − E(ωλ(q))

we obtain

E(ωλ(q)) = A(E0, ωλ(q))
∫ +∞

−∞
dE f

(
E + h̄ωλ(q)

2

)

×
(

1 − f

(
E − h̄ωλ(q)

2

))
.

Using the definition of the Fermi function we rewrite the
integral as

1

2
exp

(
− h̄ω

2kBTe

)

∫ +∞

−∞
dE

(
cosh

(
E

kBTe

)
+ cosh

(
h̄ω

2kBTe

))−1

,

again replacing ωλ(q) by ω to simplify notation. Equa-
tion (C.3) gives the evaluation of this integral enabling us to
obtain

E(ωλ(q)) = A(E0, ωλ(q))h̄ωλ(q)
1

exp
(

h̄ωλ(q)

kB Te

)
− 1

.

This completes the derivation of (19).

Appendix D. High temperature derivation

We first derive (23). We shall use the following high
temperature result

f

(
E − h̄ω

2

)
− f

(
E + h̄ω

2

)

= 1

2

(
exp

(
h̄ω

2kBTe

)
− exp

(
− h̄ω

2kBTe

))

×
(

cosh

(
E

kBTe

)
+ cosh

(
h̄ω

2kBTe

))−1

= 1

4

h̄ω

kBTe
, (D.1)

where we have used

exp(x) = 1 + x for small x and

cosh(x) = 1 for small x
(D.2)

and neglected quadratic terms. Now inserting (D.1) in to the
definition of A(ωλ(q)) − E(ωλ(q)) given by (C.1) we have

(A(ωλ(q)) − E(ωλ(q))) = 1

4

h̄ωλ(q)

kBTe

∫

B
dE A(E, ωλ(q)),

where no energy dependence in the case of high temperature
means we are able to move the Fermi–Dirac function
contribution out of the energy integral.

We now derive (24). In this case the Fermi–Dirac
functions simplify, through the use of (D.2), to give

f

(
E + h̄ω

2

)(
1 − f

(
E − h̄ω

2

))

= 1

2
exp

(
− h̄ω

2kBTe

)(
cosh

(
E

kBTe

)
+ cosh

(
h̄ω

2kBTe

))−1

= 1

4

(
1 − h̄ω

2kBTe

)
.

Inserting this definition in to the definition of E(ωλ(q)) from
appendix C we have

E(ωλ(q)) = 1

4

(
1 − h̄ωλ(q)

2kBTe

)∫
dE A(E, ωλ(q)),

where again the lack of explicit energy dependence in the
Fermi–Dirac term allows the temperature dependence to be
remove from the energy integral.
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